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Short overview SRP with emphasis on Researchline 1

	TITLE in English (max. 200 characters)

	Articulating Law, Technology, Ethics and Politics: Issues of Enforcement and Jurisdiction of EU Data Protection Law under and beyond the General Data Protection Regulation (ALTEP-DP)


	ABSTRACT of the proposed research in English (≤ 15 lines)

	The research program inquiries into the continuously evolving articulations of law, technology, ethics and politics, searching for a better understanding of the boundaries that separate them, and that they create and sustain. EU data protection law is taken as a starting point, more concretely the landscape delineated by the General Data Protection Regulation (GDPR). This forms the common focus of three intersecting Research Lines (RL), and a transversal Research Line. The first RL investigates the nature of automation as a matter of compliance with the GDPR, focusing on legal provisions that lend themselves to automation and to issues of both technical and legal interpretability. The second RL develops a conceptual framework to address cross-border flows of personal data, especially in international humanitarian action. The third RL explores the increasing role of ethics in European privacy and data protection, and how this affects the complex articulations of law and other practices in democratic constitutional states. Based on these three research lines, a fourth transversal RL will study the role of law, and the way it transforms and evolves, in relation to technology (RL1), politics (RL2) and ethics (RL3). This demands thorough reflection on what characterizes such respective practices as ‘modes of co-existence’, defining society’s capacity to constantly re-constitute itself (RL4).



2. STRATEGIC PLAN - SUMMARY FOR THE LAYMAN [±3 pages]
2.a. Team structure
The team will be structured along three Research Lines (RL) composed of a group leader (ZAP, not funded through the SRP), a co-leading senior researcher (completely or, more likely, partially funded via the SRP), and researcher post- or predoc researcher. Additionally, associated researchers will be invited to participate to concrete research tasks, depending on interests and synergies with other projects. Associated researchers will stem from the LSTS Group (currently comprising more than 30 researchers, visiting scientists and freelance researchers), and, when appropriate, from the whole Metajuridica Department. A fourth transversal Research line will involve the whole SRP research team, expanded through its links within the JURI department, that is, LSTS and its two other research groups: Fundamental rights and Constitutionalism (FRC) and Contextual Research in Law (CORE).
RL1. Automated compliance with the GDPR 

Group leader: Prof. Mireille Hildebrandt 

RL2. Elucidating and delivering data protection across borders 
Group leader: Prof. Christopher Kuner
RL3. The Ethification of Privacy and Data Protection 

Group leader: Prof. Serge Gutwirth
RL4. Transformations of the relations between law, politics, ethics and technology

Coordination: Prof Gutwirth (and the SRP-board)

2.b. Overall vision and overarching goals
This SRP proposal (ALTEP-DP) aims at consolidating and advancing scientific knowledge about the evolution of data protection law under and beyond the GDPR, with a focus on three cutting edge issues, and about the shifts and transformations of the relations between law, technology, politics and ethics these developments bring along, provoke and express. 
Privacy and data protection are at the core of LSTS’s expertise and our excellence in this field is world-widely established and recognized. Not only have we published leading and influential reference work in the field (infra), but we are also the main organizers of the Computers, Privacy & Data Protection conferences (CPDP; http://www.cpdpconferences.org/), yearly held in Brussels and bringing together (>1000) stakeholders’ expertise (academics, lawyers, practitioners, policy-makers, industry and civil society) from all over the world. LSTS scholars Serge Gutwirth (co-)edited the 10 influential conference books (Springer and, now, Hart Publishers)
. As a result of the successes in the field, LSTS set up 3 spin-offs: the Brussels Privacy Hub (https://www.brusselsprivacyhub.eu/index.html, directed by Prof. Kuner and Prof. De Hert), the Brussels Laboratory for Data Protection & Privacy Impact Assessments or d.pia.lab  (http://www.vub.ac.be/LSTS/dpialab/, directed by Prof. Van Dijk and D. Kloza) and Privacy Salon (http://www.privacysalon.org/, directed by Prof. De Hert & R. Van Brakel). 
With the ALTEP-DP program our ambition is firstly to further develop three lines of fundamental and cutting-edge research which are closely linked to three important actual aspects, transformations and innovations that the GDPR brings. Such research will be undertaken not only from a juridical (data protection law) point of view, but also from the perspective that they feed questions and issues related to the articulations of the respective roles of law, technology, ethics and politics at national, European and worldwide levels. The research lines concern (cf. 2.a.) RL1. the automated compliance with the GDPR; RL2. the delivery of data protection across borders; RL3. the ethification of privacy and data protection. This setup of the SRP will boost the work in crucial research lines which LSTS could not yet fully develop by lack of means and research-time specifically allocated to such more systematic and deep research tracks. This means that each of the research lines will find support with “associated LSTS researchers” (cf. 2.a).  Indeed, LSTS will continue to pursue the prospection of external means, and ALTEP-DP will inevitably further contribute to make us stronger players with regards to the distinct themes of the 3 first research lines.

Next to this, secondly, the three subgroups formed around the three research lines will remain in close interaction and articulation as regards the further common and transversal analysis and conceptualization of the distribution and articulation of the roles of law, technology, politics and ethics in the governance of privacy and data protection by and beyond the GDPR (Transversal RL4, TRL4). Indeed, such transversal work will be organized through plenary SRP research activities – involving the researchers of RL1, RL2 and RL3-, open to the whole LSTS-community, the members of the advisory board and other concerned researchers and actors. 
2.c. Fundamental scientific questions and innovative aspects
The ALTEP-DP research program will inquire into the continuously evolving articulations of law, technology, ethics and politics, in search of a better understanding of the boundaries, intersections and interdependencies between them. To do so, it takes as a starting point EU data protection law, and more concretely the landscape delineated by the GDPR.

The program addresses the following fundamental scientific questions, linked to the different research lines (further be described and explained under 3.a.)
RL1 focusses on the nature of automation as either a form of or a means for compliance with the GDPR. Such inquiry into automated compliance requires keen attention to three types of questions. First, questions about the legal interpretation of the provisions of the GDPR that may lend themselves to automation. Second, questions about the technical interpretability of the automation. Both questions lead to the need for lawyers to understand enough about issues of computer science to decide about the extent to which automation actually contributes to compliance. To cope with these questions the research line has three innovative and original objectives: (1) making the difference between legal protection by design and legal by design, (2) detecting legal and technical interpretability issues (including their interaction), and, (3) achieving a critical understanding of the vocabulary and grammar of computer science (to ensure that automation does not hamper but enhances practical and effective data protection).
RL2 focuses upon how phenomena such as globalization and the Internet have led to the routine transfer of data across national borders, and to the adoption of data protection law in all regions of the world, particularly with the GPDR in the EU. Data protection law aims to safeguard the rights of individuals in the processing of their personal data. However, it not only exists in a fragmented space of international instruments, national and regional laws, and the practices of public and private sector organizations, but also evidences a multitude of actors, legal norms, and overlapping jurisdictions. The lack of an overarching legal framework to manage the interaction between systems of data protection law and between data protection and other areas of law, has led to tension between legal systems, conflicts of law, and gaps in the protection of individual rights. It is thus necessary to develop a conceptual framework allowing different data protection regimes to interact in ways that maintain their own values, while at the same time effectively protecting personal data in the current globalized and networked world. The development of such conceptual framework requires an innovative approach towards grasping the way in which law operates (how jurisdiction is defined, how conflicts of law are recognised and solved), grounded on an accurate understanding of the mutually constitutive linkages between the (political and economic) regulation of data flows and borders: that is, on the one hand, of what borders do to data flows and data protection law, and, on the other, of what data protection law and data flows do to the very notion of border(s). 
RL3. Ethics review and assessment processes are currently extremely successful: the drastic expansion of sciences and technologies in the role of solving societal problems comes with an increasing concern for the negative consequences of such solutions (Beck 1992). This leads to a decreasing perception of technologies as neutral means to an end, but rather as themselves embedding important moral values and political choices (Winner 1980), (Verbeek 2006) (Hildebrandt 2015). As regulatory means to address societal objectives, they have also become subjected to considerations of public policy and morality, amongst which the safeguarding of fundamental rights like privacy and data protection. This is translated into a concern for the ethical quality of these developments and a requirement for such risks to be assessed and managed, which has put the role of ethics central. Consequently, ethics is seen and put forward as an important “design factor” for (ICT) technologies (von Schomberg 2011), with the notable tendency to directly build the protection of values and fundamental principles into the architecture of information technologies (Friedman 1996), moving their articulation to sites upstream in technology development (R&D) processes (cf. RL1). In the field of privacy and data protection, this has given birth to the elaboration of ‘Privacy Enhancing Technologies’ (PETs) (Hes & Borking 1995) or ‘Privacy by Design’ (Cavoukian 2009), and the GDPR picks up the thread by providing for the obligations for data controllers to perform ‘data protection by design’ (art. 25) preceded by ‘data protection impact assessments’ in which the risks of new ICTs are analyzed (art. 35) (see van Dijk et al 2018).

This research line will explore the still increasing role of ethics in European privacy and data protection, which is not an isolated occurrence but part of a much larger phenomenon that we call the ‘ethification’ of policies and regulation. In this SRP we wish to dig into the amplitude, effects and significations of this growing and transformative phenomenon, with a focus upon its expressions in the GPDR, the recent interventions and initiatives of the European Data Protection supervisor and data protection and privacy law in general. The aim is to understand which advantages and disadvantages, benefits and drawbacks, shifts and disruptions such massive but novel ethification might provoke in what has classically been thought and experienced as data protection and privacy law, and how it affects the complex articulations of the respective roles of politics, law, organization, technology and ethics in democratic constitutional states and the way they devise policies, legislate and regulate.  

RL4. Our research experience at LSTS shows that the shifts and transformations of the relations between law, politics, ethics and technology very tangibly redesign and question their respective roles and regimes of enunciation, constraints, obligations and requirements (Boltanski & Thevenot 2006, Stengers 2005, Latour 2013). This in turn might impact upon the way our societies act, make choices, decide, mediate and represent or conceptualize themselves, and hence, might also fundamentally redesign them. Pre-empting a certain behavior on ethical grounds through technological means, is not the same as cultivating liberty of choice and intervene ex-post factum through judicial decision-making.  If ethics, politics, law and technology cannot be reduced to each other (such as in “law is a mere emanation of economy” (or of religion, of ethics or of politics), a position we think is correct and evidenced, it is clear that the way(s) they articulate and co-constitute the collective is quintessential and characterizing it as a whole.

Based on the topical inquiries undertaken in the three research lines described above, our innovative and fundamental scientific question in the transversal fourth research line, pertains to the understanding of the role of law, and the way it transforms and evolves, in relation to technology (mainly in RL1), to geo-politics (mainly in RL2) and to ethics (mainly in RL3) with the GDPR as a strong test-case. Indeed, such exploration will also demand thorough analysis on what characterizes such respective practices or “modes of existence” (Souriau 2015, Simondon 1980, Latour 2013, Gutwirth, De Hert & De Sutter 2008,  Gutwirth 2015, Hildebrandt 2015) and how they do, can and should co-exist      
3. STRATEGIC PLAN - EXPERT LEVEL DESCRIPTION [±3 pages]
3.a. Fundamental scientific questions and innovative aspects
The fundamental scientific question ALTEP-DP concerns the ways law, technology, ethics and politics are connected by the boundaries and intersections that articulate them, and that they each, by themselves and jointly, create, design, sustain or transform. This question is approached through three intersecting Research Lines with a common focus on EU data protection law and converge in a transversal Research Line.

Research line 1: Automated compliance with the GDPR

RL1 investigates attempts to require GDPR compliance by means of automation as either a form of or a means for compliance. This raises a series of questions. Does such automation concern the design of data processing systems and the decision-systems based on them (targeting software developers), the default settings of such systems (targeting data controllers), or both? Does the automation concern compliance with obligations such as data minimization or rather with actionable rights on the side of data subjects, such as granularity of consent, access, portability, withdrawal of consent, or both? Under what conditions could blockchain technologies aid or complicate compliance? Will a legal obligation to automate compliance risk to conflate legislation with enforcement, while ruling out or reducing access to legal remedies, thus transforming the checks and balances of the Rule of Law?  

Objective 1: Making the difference between Legal Protection by Design and Legal by Design. 
‘Legal protection by design’ (LPbD) aims to embed legal protection in the relevant computational architecture while adhering to core principles of the Rule of Law (democratic legitimation, comprehensibility, testability and contestability of such technical embedding) (Hildebrandt 2011, 2015). The first objective investigates how LPbD fits with current regulatory paradigms, notably that of ‘legal by design’ (LbD). On the cusp of law, policy science and regulatory theory, a debate has developed on the meaning of law as a regulatory tool and the kind of constraints that apply to legal regulation which may not apply to other types of regulation. As the increasing role of code as a means to configure online environments gave rise to the debate on ‘code as law’, and ‘law as code’ (Lessig 2006) (Gutwirth, De Hert & De Sutter 2008), blockchain has now been suggested as a mean to hardcode legal obligations in a way that ensures self-execution. This may lead to conflation of legislation with administration while also ruling out adjudication. Such self-executing code has been called ‘legal by design’ (LbD) (Lippe, Katz, and Jackson 2015), and though the term has arisen in the context of ‘smart regulation’ and ‘smart contracting’, other types of code-driven regulation may similarly rule out non-compliance at the technical level (Szabo 1997). As automation of compliance in data protection law may boil down to such self-executing code, research under the first objective will start with an inventory of LbD mechanisms in the context of the GDPR. The subsequent analysis of the design and use of such LbD mechanisms will feed an in-depth conceptual exploration of the relationship between the legal obligation of data protection by design and default (a type of LPbD) and automated compliance (a type of LbD) (Koops and Leenes 2014; Hildebrandt and Tielemans 2013, Hildebrandt 2018). The research will result in a conceptual framework to test under what conditions automated compliance provides legal protection, including an in-depth analysis of the potential transformation of the meaning of legal protection in the case of LbD.  

Objective 2: Detection of legal and technical interpretability issues

Modern positive law is embodied in the technologies of the word – notably the script and the printing press – that enabled the imposition of unified legal rules on a population far beyond face-to-face communities. The ensuing externalisation and proliferation of legal norms has generated a need to stabilize interpretation and turned interpretation into the hallmark of modern positive law (Eisenstein 2005; Lévy 1990; Hildebrandt 2008, 2015). Lawyers are thus used to issues of interpretability, and keenly aware of the consequences of interpreting the same text in different ways – as this will often change the attribution of legal effect. The second objective concerns the interpretation of the GDPR, seeking to detect which provisions may enable or even require automated compliance mechanisms, based on the legal requirement to implement ‘data protection by default and design’ (DPbD). This will entail an analysis of relevant guidelines, templates, case law and a study of actual implementations of DPbD by data controllers and processors. As lawyers are forced to consider whether, and if so, to what extent legal rights and obligations under the GDPR must be supported by DPbD, they will be confronted with new types of interpretability problems. Both machine learning and blockchain applications are notoriously difficult to understand for those without a background in computer science (Burrell 2016)Walch 2017). To enable lawyers to qualify ‘technological and organisational measures’ as adequate in the context of data protection, they must learn to interpret the output of these measures (Lepri et al. 2017; McQuillan 2017)

 ADDIN ZOTERO_ITEM CSL_CITATION {"citationID":"oS3D6FLg","properties":{"formattedCitation":"(Kitchin 2014)","plainCitation":"(Kitchin 2014)","noteIndex":0},"citationItems":[{"id":6850,"uris":["http://zotero.org/users/656299/items/D6XDBZVF"],"uri":["http://zotero.org/users/656299/items/D6XDBZVF"],"itemData":{"id":6850,"type":"article-journal","title":"Big Data, new epistemologies and paradigm shifts","container-title":"Big Data & Society","page":"2053951714528481","volume":"1","issue":"1","source":"SAGE Journals","abstract":"This article examines how the availability of Big Data, coupled with new data analytics, challenges established epistemologies across the sciences, social sciences and humanities, and assesses the extent to which they are engendering paradigm shifts across multiple disciplines. In particular, it critically explores new forms of empiricism that declare ‘the end of theory’, the creation of data-driven rather than knowledge-driven science, and the development of digital humanities and computational social sciences that propose radically different ways to make sense of culture, history, economy and society. It is argued that: (1) Big Data and new data analytics are disruptive innovations which are reconfiguring in many instances how research is conducted; and (2) there is an urgent need for wider critical reflection within the academy on the epistemological implications of the unfolding data revolution, a task that has barely begun to be tackled despite the rapid changes in research practices presently taking place. After critically reviewing emerging epistemological positions, it is contended that a potentially fruitful approach would be the development of a situated, reflexive and contextually nuanced epistemology.","DOI":"10.1177/2053951714528481","ISSN":"2053-9517","journalAbbreviation":"Big Data & Society","language":"en","author":[{"family":"Kitchin","given":"Rob"}],"issued":{"date-parts":[["2014",7,10]]}}}],"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"} (Kitchin 2014). The second objective will include the detection of a series of technical interpretability problems that are relevant for data protection law, notably in the light of achieving automated compliance. 

Objective 3: Achieving a critical understanding of relevant computer science

In the era of data driven environments, law and computer science will have to partner in the quest for ‘effective and practical’ legal protection. As clarified under objectives 1 and 2, legal protection will come to depend on how data-driven environment are designed and what defaults have been set. Lawyers must acknowledge that the ‘choice architecture’ confronted by individual data subjects is built by technical experts in computer science and engineering. The third objective is to develop and explicate a vocabulary of technical terms from the domains of machine learning and blockchain (e.g. (Mitchell 1997; Walch 2017) that are relevant for automated compliance in data protection law. The idea is to provide comprehensible explanations of the domain specific meaning of specific terminology to enable meaningful cross-disciplinary collaboration, making sure that lawyers don’t waste time discussing issues that could have been clarified by direct interaction with computer science. This research line will develop approaches to automated compliance that are both flexible and principled, based on a normative understanding of legal protection, confronting data protection as a moving target in data driven environments. 

� Data Protection and Privacy: The Age of Intelligent Machines (Hart, 2017); Data Protection and Privacy: (In)visibilities and Infrastructures, (Springer, 2017); Data protection on the move. Current developments in ICT and privacy/data protection (Springer, 2016); Reforming European Data Protection (Springer 2015); Reloading Data Protection. Multidisciplinary Insights and Contemporary Challenges (Springer, 2014); European Data Protection: Coming of age? (Springer, 2013); European data protection: in good health? (Springer, 2012); Computers, privacy and data protection: an element of choice (Springer, 2011); Data protection in a profiled world (Springer, 2010) and Reinventing data protection? (Springer, 2009).
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